
Key Points: Modeling
1. Densely interleaving frame-words according to their timestamps

2. Title or Previous ASR as context during pre-training, but not during SFT

3. Introducing '…' as the streaming EOS token, instead of reusing the common EOS token



Key Points: Data Production Pipeline
1. Language perplexity to remove low-quality ASR

2. Active speaker detection (ASD) to remove talking-head videos

3. GPT-4o for making query only



Key Points: Datasets
1. 5M Pre-training Video-ASR Data with YouTube CC

2. 526K SFT Video-ASR Data with WhisperX



Key Points: Benchmark
1. LiveSports-3K Benchmark, with CC and QA tracks, focusing on human instance in live sports video 

2. LLM-as-a-judge to evaluate CC (video commentary) winning rate vs. GPT-4o 



Key Points: Experiments
1. Video-ASR Streaming Pre-training & SFT improve both CC and QA
2. 7B/8B Scale, SOTA on VideoMME (before CVPR submission), OVOBench, LiveSports3K-QA
3. Commentary winning rate vs. GPT-4o surpasses all 72B models
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